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Abstract—Reducing the students’ dropout is one of the biggest
challenges faced by educational institutions, especially in un-
derdeveloped countries. Identification of the student with the
highest risk of dropping out is generally used to apply corrective
actions (WHO). Therefore, it is also important to determine
WHEN a student will drop out, which is fundamental to
planning preventive actions. In this work, we perform a study to
quantitatively compare several approaches to address the early
identification of dropout students in universities. We categorize
our study into three main methods families, i.e., analytical
methods, traditional classification methods, and probabilistic
methods. The first is exploited at preprocessing step for selecting
significant variables into the dropout identification task. The
second uses machine learning models to classify students into
dropout prone or non-dropout prone classes. The third family
uses survival models to determine when the student would
desert. To evaluate the predictive capacity of the classification
models, the Kappa coefficient was incorporated into the usual
machine learning metrics and shows that Kappa is handy for
evaluating performance in unbalanced data. Similarly, in the
survival models, the concordance index was applied to evaluate
the predictive capacity. Our approach was applied over a real
data set of Peruvian university graduate students to identify when
and who will drop out.

Index Terms—University dropout, Machine learning, Survival
analysis.

I. INTRODUCTION

Higher education is fundamental to build human capital,
which, in turn, builds the institutions considered indispensable
for a country’s development [1]. Investing in education ensures
a prosperous and competitive socio-economic system. In par-
ticular, higher education has a high responsibility to society
because it is in charge of preparing future professionals.
However, students’ dropout has become one of the biggest
problems that educational institutions have to face.

Student dropout is a priority problem for any educational
institution in the world. This problem is very complex, where
many variables and factors are involved. The high dropout
rates were worrisome and little explored in the Peruvian
higher education system. These rates increased much more
with the health crisis caused by Covid-19. According to the
Peruvian Ministry of Education (MINEDU), in 2020, the
university dropout rate reached 18.6% in the whole country,
six percentage points more than in 2019. Given the alarming
increase in student dropouts, the Peruvian government seeks
to avoid a greater number of student withdrawals by granting
scholarships and distributing chips with internet access.

In [2] was formulated a theoretical model that explains
the processes of interaction between the individual and the
university that leads differing individuals to drop out from
institutions of higher education, and that also distinguishes
between those processes that result from indefinably different
forms of dropout behavior. In addition, explore various defi-
nitions of student dropout.

For analyzing dropout causes, the literature has identified
many factors. According to many works, academic perfor-
mance is the main cause to be considered for dropout analysis
[3]. However, this variable is not decisive in identifying
students at risk of dropping out. For instance, socioeconomic
factors also could be determinant to predispose a dropout
[3, 4]. In summary, multiple factors can be categorized as
student-related, family-related, and school-related variables
[5]. Moreover, it is also important to consider temporal in-
formation about these factors [6]. It is clear that the stu-
dents’ dropout depends on several factors, and any analysis
in this context must be able to deal with multiple factors and
temporal information. Due to its wide scope, this topic can
be formulated through many different perspectives, allowing



for a wide variety of analyzes. From this problem arose two
big questions: (1) What are the factors that cause student
dropouts?, (2) How long does it take for a student to drop
out?.

To answer the first question, the application of traditional
machine learning models has been used. Some researches
address the problem of student dropout in Latin American
institutions using traditional classification methods of machine
learning [7–9]. Recently, [9] presented a case study in a private
Peruvian university where compare (in terms of accuracy)
Bayesian network techniques with decision trees. In respect to
the second question, survival analysis has been used. Survival
analysis refers to a branch of statistical analysis that evaluates
the effect of predictors on time until an event, rather than the
probability of an event, occurs. In this context, some research
questions are: What is the impact of certain characteristics
on student dropout? What is the probability that a student
survives 2 years? Are there differences in survival between
groups of students?. The usual metric to respond to these
questions is given by the estimation of survival probability
function and hazard function. Some case studies by this
approach, we found in [6, 10].

This paper seeks to integrate these two approaches using the
demographic, academic, and temporal information of students
from the San Pablo Catholic University (UCSP) in Peru. For
the first approach, machine learning models such as Logistic
Regression, Support Vector Machine, Naive Bayes, Decision
Tree, and Random Forest will be applied. These models
will be compared based on the usual metrics as Accuracy,
Precision, Recall, F1, and the area under the curve ROC (or
simply AUC). Also, the predictive capacity of these models is
evaluated with the Kappa coefficient.

On the other hand, to answer the second question, survival
models will be applied. In the first instance, we explore the
survival univariate models. In these cases, the survival is
according to one feature under investigation but ignores the
impact of any others. Based on these models, we estimate the
survival probability and cumulative hazard functions, using
the Kaplan Meier estimator and the Nelson Aelen estimator,
respectively. In addition, a comparative study is based on
three points of view (graphical, analytic, and by hypothesis
contrast) to show if gender’s student is a significant variable
or not. Finally, to evaluate the influence of the covariates on
the level of risk of survival, we used the Cox proportional-
hazards model.

In summary, the main contributions of this work are:

• An exhaustive comparative analysis machine learning
classification models and survival analysis methods to
determine which one provides the highest predictive
power.

• Deep analysis of features to identify their influence on
the level of risk of student dropout with real data from a
Peruvian university.

• A data-driven methodology to answer Who students and
When probably would drop out of the university.

II. RELATED WORK

The literature about student dropout is extensive, so to
contextualize our proposal, we grouped our review into three
groups: analytical approaches, traditional classification mod-
els, and probabilistic models.

A. Analytical Approaches

Studies in this area have taken a purely statistical approach
to predict a student dropout. These investigations generally
collect, filter, and select data to perform a correlation analysis
between these characteristics and the student dropout label. In
addition to correlation studies, the statistical distributions of
selected characteristics are explored. We must note that this
approach is descriptive and not predictive of future dropouts.
Its main use is to understand better the data and subsequent
communication of the results to design adequate prediction
methodologies. In [11] was examined, dropout as a measure
of school performance and compare according to urban or sub-
urban origin. This study explored the distributions of dropout
and turnover rates among many United States high schools
and tested a series of models to explain these differences.

In another context, [12] seeks to accurately predict student
performance and provide a means of identifying struggling
students. It also recommends intervention strategies for at-risk
students (those with the highest probability of dropping out)
and helping them remain. This work also analyzes the relation-
ship between these students’ characteristics and groups them
according to academic, psychological, sociological, and exter-
nal factors. On the other hand, [13] applied the expectancy
theory of motivation to predict the academic performance of
male students and obtained that personality variables of self-
esteem, internal-external control, and dogmatism all moderated
the relationship between expectancy beliefs and effort.

Also, [14] conducted a study that seeks to understand the
high dropout rates, especially in science, and link them to the
lack of basic skills in students entering university and [15]
focused on the education of distance learning and aims to
investigate the main causes for student dropouts.

B. Traditional Classification Methods

The majority of works address the student dropout problem
by relying on machine learning algorithms. In most of these
works, the dropout rate is defined as the number of students
who register for a course and they did not formally enroll again
for the next two consecutive academic years. [16] proposed a
data-driven system to extract relevant information hidden in
the student academic data based on machine learning tech-
niques. Additionally, presented different visualizations which
help in the interpretation of the results.

Also, [17] presented an academic analytic investigation into
the modeling of academic performance of engineering students
enrolled in a second-year class. The modeling method used
was binary logistic regression. The target predicted variable
was “success status” defined as those students from the total
originally enrolled group that achieved a final unit grade of
pass or better. In the same vein, [18] applied genetic algorithms



to select a subset of artificial neural networks and functions
to predict high-risk students leaving school in the first year
at Virginia Commonwealth University. Other methodologies
include classification algorithms, including Naive-Bayes clas-
sifier [19], Support Vector Machine [20], K-Nearest Neighbor
[21] Random Forest [22] and Decision Tree [9, 23]. These
models consistently outperformed rule-based models on tra-
ditional metrics such as precision, recall, and AUC. Besides,
models such as Bayesian networks were employed to identify
students who were likely to fail in mathematics courses [24].
Also, [25] designed several evaluation metrics to assess the
goodness of machine learning algorithms from an educator’s
perspective. In [26] was formulated a visual analytic tool for
analyzing student admission denominated PerformanceVis.

In the context of Online Courses, various works summarize
the application of machine learning and data mining tech-
niques, as we see in [27]. Some contributions of Prenkaj
et al. [27] are a comprehensive hierarchical classification of
existing literature that follows the workflow of design choices
in the student’s dropout facilitate the comparative analysis,
associated with alternative dropout models and an exhaustive
revision of machine learning methods recently proposed.

C. Probabilistic Methods

Although the classification methods predict attrition, they
do not consider the temporal evolution of the attrition rates,
as they do consider survival analysis investigations. Briefly,
Survival Analysis involves considering the time between a
fixed starting point (for example, the student’s first semester in
college) and a final event (for example, the student’s dropout).
For these types of models, the event (that is, the student’s
dropout) will not necessarily have occurred in all students.

In [6] was developed a Cox regression model (time-
dependent) using the pre-enrollment data and their semi-
annual information. This model was built around a statistical
survival model and estimated the students who will continue
their studies. However, this approach does not consider corre-
lation in the data after first attrition occurs, as [28] did.

In another context, [29], [30], and [31] defined an approach
based on Markov chains. Additionally, [32] developed an
instrument to measure the latent trait propensity to drop out in
face-to-face higher education based on item’s response theory.
This theory refers to a family of latent trait models used to
establish psychometric properties of the items and scales. An
integration of this theory with the classical models of machine
learning can be found in [33].

Note: Despite the analytical approaches, traditional
classification and probabilistic methods are useful for
analyzing different phenomena; they work independently
in different contexts. For instance, analytical approaches
and traditional classification methods are worried about
identifying/predict WHO will drop out. On the other hand,
probabilistic methods, widely used in the Medical Context,
are worried about determining the time of occurrence of a
phenomenon. In contrast to these methods described, our
approach combines machine learning with probabilistic

methods to determine who will drop out and determine
when this student will drop out. Moreover, it is not
necessarily split the data for each semester to evaluate
the predictive accuracy in this work.

III. OUR APPROACH

This section presents the dataset and briefly describes the
approaches used.

A. Dataset

For our study, we considered a dataset with 665 students
(divided into 357 female students and 308 male students)
of the UCSP from the first semester of 2012 to the second
semester of 2015 (8 academic semesters). This dataset contains
demographic and academic variables defined into 21 features,
including a binary variable that defines the student’s dropout.
TABLE I summarizes these variables.

(a) Number of students. (b) Number of dropout students.

Fig. 1. Number of students at UCSP grouped by sex and time.

TABLE I
DESCRIPTION OF THE DATA ATTRIBUTES COLLECTED FROM EACH

STUDENT AT UCSP.

Nº Variable
1 Student code
2 Number of semesters
3 Student status by semester
4 Date of Birth
5 Sex
6 Number of courses in the semester
7 Semester average
8 Standard deviation of the semester average
9 Number of absences in the semester

10 Absence rate by course
11 Average number of students per course
12 Current semester
13 Number of semesters studied
14 Semester that the desertion occurred
15 Number of accumulated absences
16 Number of accumulated courses
17 College entrance semester
18 Number of courses failed in the semester
19 Difference from student average
20 Student semester average trend
21 Student Dropout

Exploring the dataset, we found that approximately 85%
of students who dropped out occurred during the first two
years (four semesters). In addition, there were no dropout
students in times seven and eight, which correspond to the
fourth year of study. In Fig. 1(a), we illustrate the number of
students grouped by gender and if they dropped out or not.



Moreover, Fig. 1(b) shows the number of dropout students
classified according to time. Notice that most of the students’
dropouts occurred in the first semester. Moreover, after the
sixth semester, there are no dropout students.

B. Methods

The purpose of this study is to predict students WHO
dropout and WHEN they drop out. Based on the features of
the dataset given in TABLE I. We consider an exploratory
analysis of these attributes in order to obtain the variables or
the ratio between them. As the first step was analyzed, the
correlation of the features to identify independent variables.
Once we selected independent variables, we have interested
to add temporal information. However, it is not a trivial task
because there is a predominant temporal effect, and it could
not guarantee the consistency of the values. To preserve the
consistency of the variables, new variables are defined based
on the original values.

In addition, these variables were selected based on the
opinion of education experts and adapted for the application
of Machine learning classification algorithms and Survival
analysis methods.

Finally, we consider the following features:
• T : Number of semesters.
• X1 : Student’s gender.
• X2 : Number of absences per course.
• X3 : Number of failures per course.
• X4 : Number of courses per semester.
• X5 : Student performance.
• Y : Student’s dropout.

We write T to represent the vector whose components are the
number of a semesters. In addition, the vector of covariates
X = (X1, . . . , X5) is composed by time-invariant vectors.
Based on the variables defined in Table I, we have that X1

is preserved in the time, and the other components of X are
defined as follows:

X2 =
Number of accumulated absences
Number of accumulated courses

,

X3 =
Number of accumulated failures
Number of accumulated courses

,

X4 =
Number of accumulated courses

Number of semesters
.

Also, X5 represent the GPA (Grade Point Average) of each
student. In our approaches, we use the same predictor vari-
ables, defined by X = (X1, . . . , X5).

However, the target variables are different. As usual in the
machine learning classification algorithms (Approach 1), Y
allows us to implement machine learning classification models
to predict which students dropped out. Differently in the
survival analysis methods (Approach 2), the target variable
is defined by the pair (Y ,T ), where T represents the time in
which the student drops out, otherwise (for censored data) is
the last semester that the student was enrolled.

Approach 1: Machine learning classification algorithms

We seek to answer the question about WHO will drop out.
Given a machine learning model:

F(X) = Y. (1)

Our interest is to determine the predictive capacity of the
variables and choose the best predictive model. The literature
on these methods is extensive, and their applications are very
diverse, and they even address the problem of student dropout.
For example, if the Equation (1) represent a logistic regression
model, as

log(Odds(X)) = θ0 + θ1X1 + · · ·+ θ5X5. (2)

Given an index ` ∈ {1, . . . , 5} we calculate ODDS` as follows:

ODDS` =
ODDS(X1, . . . , X`+1, . . . , X5)

ODDS(X1, . . . , X`, . . . , X5)
= exp(θ`). (3)

The methods used in this work are Logistic Regression
(LR), Support Vector Machine (SVM), Naive Bayes (NB),
Decision Trees (DT), and Random Forest (RF). For our
experiments, we we take 70% of the sample to estimate the
algorithm (denominated Xtrain) with specific parameters and
30% (denominated Xtest) to classify the observations. This
procedure is replicated five times. Finally, the classification
results of these five replications are averaged.

The predictive capacity of the algorithm is evaluated with
usual metrics such as Accuracy, Precision, Recall, F1, and the
area under the curve ROC (or simply AUC). This is replicated
five times. At the end of the process, the classification results
of these five replications are averaged. Additional to well-
known metrics (Accuracy, Precision, Recall, F1, and AUC),
we used the Kappa statistic (or simply Kappa). Kappa adjust
accuracy by accounting for the possibility of a correct predic-
tion by chance alone. This metric is computed as follows:

Kappa =
p0 − pe

1− pe
= 1− 1− p0

1− pe
, (4)

where po is the relative observed agreement among raters, and
pe is the hypothetical probability of chance agreement. De-
pending on the model used in Equation (1), the interpretation
of Kappa, defined in Equation (4), is variant.

For example, [34] considers a good performance of the
model for kappa values greater than 0.6. Kappa is a very useful
but under-utilized metric and can be used when measures such
as accuracy, precision, or recall do not provide the complete
picture of the performance of our classifier. In some other
cases, we might face a problem with imbalanced classes. For
instance, if we have two classes, say A and B, and A shows
up on 5% of the time. Accuracy can be misleading, so we go
for measures such as precision and recall. There are ways to
combine the two, such as the F1, but this metric does not have
a very good intuitive explanation. Then, Kappa is a very good
measure that can handle very well imbalanced class problems.



Approach 2: Survival analysis methods

We seek to answer how long a student stays (WHEN).
Survival analysis is a set of probabilistic models that will
help us answer this question. These methodologies consist
of statistical methods for longitudinal data analysis on the
occurrence of events. Survival analysis methods are different
from typical regression/classification because it depends on T .
It’s also possible that the student never dropout, so we won’t
know if the student dropout or not. Hence, for the `-th student,
we conclude that T` is either:
• Actual time-to-dropout if we get to observe it.
• Last time, we know that the student has not dropout. To

know which of the two cases happened, we consider the
variable Y` = 1 if we got to see the student dropout,
Y` = 0 otherwise. If Y` = 0, we said that `-th time
student is said to be censored.

Nevertheless, an important distinction among modeling meth-
ods is the type of outcome variable being used [35]. In survival
analysis, the outcome variable is ”time to an event”, and
there may be censored data. In linear regression modeling,
the outcome variable is generally continuous, and in logistic
modeling, the outcome variable is dichotomous (yes or not).
The survival probability function is defined by:

S(t) = Prob(T > t). (5)

which represent the probability that a student’s dropout has
not occurred yet at time t. In addition, the hazard function
given by:

h(t) = lim
δt→0

Prob(t ≤ T ≤ t+ δt | t ≤ T )
δt

, (6)

which computes the probability of a student’s dropout oc-
curring at time t. In addition, H(t) represent the cumulative
hazard function. The relationship between S(t) and h(t) can
be expressed equivalently by:

h(t) = −S
′(t)

S(t)
.

In the literature of survival analysis, we have several
methods to estimate (5) and (6). One of them is a non-
parametric estimator, such as Kaplan Meier estimator (KM-
estimator) and Nelson Aelen estimator (NA-estimator). In this
paper, we applied KM-estimator to estimate S(t) and NA-
estimator to approximate H(t), which are denoted by Ŝ(t)
and Ĥ(t) respectively. In contrast with survival models defined
above. One of the popular methods in survival analysis is the
Cox proportional hazard model (or simply, the Cox model).
The Cox model provides a useful and easy way to interpret
information regarding the relationship of the hazard function.
The hazard function for the Cox model can be written as:

log(h(t|X)) = log(h0(t)) + θ1X1 + · · ·+ θ5X5, (7)

where h0(t) is in the baseline hazard function. Also, S(t|X)
represent the survival probability function conditioned to pre-
dict variables X . A survival analysis aims to obtain some

measure of the effect that describes the exposure-outcome rela-
tionship, adjusted for relevant extraneous variables. In logistic
regression, see Equation (2), the measure of effect is given by
the odds ratio, defined in (3). Similarly, in the Cox regression,
see Equation (7), the measure of effect typically obtained is
called a hazard ratio. Given an index, ` ∈ {1, . . . , 5} we
calculate the hazard ratio of the `-th variable, denoted by HR`,
as follows:

HR` =
h(t|(X1, . . . , X`+1, . . . , X5))

h(t|(X1, . . . , X`, . . . , X5))
= exp(θ`). (8)

Hazard ratios are measures of association widely used in
prospective studies. It is the result of comparing the hazard
function among exposed to the hazard function among non-
exposed. As for the other measures of association, HR` = 1
means lack of association, HR` > 1 suggests an increased
risk, and HR` < 1 suggests a smaller risk. In another context,
a censoring-sensitive measure is the concordance index (or
simply C-index). Based on [36], we compute the C-index in
the following way: For every pair of students i and j (with
i 6= j), look at their risk scores (ηi and ηj) and times-to-event
(Ti and Tj) we have:
• If both Ti and Tj are not censored, then we can observe

when both students got the dropout. Then (i, j) is a
concordant pair if ηi > ηj and Ti < Tj , and it is a
discordant pair if ηi > ηj and Ti > Tj .

• If both Ti and Tj are censored, then we don’t know who
got the dropout first (if at all), so we don’t consider this
pair in the computation.

• If one of Ti and Tj is censored, we only observe one
dropout. Let’s say we observe student i getting disease at
time Ti, and that Tj is censored. (The same logic holds
for the reverse situation.)

– If Tj < Ti, then we don’t know for sure who got the
dropout first, so we don’t consider this pair in the
computation.

– If Tj > Ti, then we know for sure that student i got
the drop out first. Hence, (i, j) is a concordant pair
if ηi > ηj , and is a discordant pair if ηi < ηj .

Finally,

C-index =
# concordant pairs

# concordant pairs + # discordant pairs
. (9)

This measure evaluates the accuracy of the ranking of the
predicted time. In addition, (9) is a generalization of usual
metric AUC. C-index can be understood as follows: 0.5 is
the expected result from random predictions, 1.0 is a perfect
concordance, and 0.0 is perfect anti-concordance.

IV. RESULTS

In this section, we present the results obtained by the
two approaches presented in this paper. The first approach
is to predict students WHO dropout using Machine Learning
Classification Algorithms, and the other approach is to predict
WHEN the student will drop out.



Approach 1: Machine Learning Classification Models

As usual in the literature, we consider some metrics to
evaluate the performance predict of Logistic Regression (LR),
Support Vector Machine (SVM), Naive-Bayes (NB), Decision
Tree (DT), and Random Forest (RF). The metrics selected are
Accuracy, Precision, Recall, F1, AUC, and Kappa coefficient.
For each method, we have computed five experiments. Each
procedure takes 70% of the sample to estimate the algorithm
with specific parameters and 30% to classify the observations.

Table II, III, IV, V, and VI shows the results of the metrics
for LR, SVM, NB, DT, and RF, respectively. Table VII shows
the average results for each method and metric. As we can see,
RF presents the best values for almost all metrics. RF only gets
a lower Recall value with DT. However, DT presents the worst
performance as a function of AUC and Kappa.

TABLE II
METRICS OBTAINED WITH LR IN FIVE ALEATORY EXPERIMENTS.

# Accuracy Precision Recall F1 AUC Kappa
1 0.698 0.743 0.605 0.667 0.804 0.395
2 0.732 0.727 0.744 0.736 0.809 0.465
3 0.744 0.811 0.667 0.733 0.803 0.493
4 0.721 0.706 0.632 0.667 0.780 0.428
5 0.779 0.846 0.717 0.776 0.867 0.561

Mean 0.738 0.773 0.697 0.730 0.828 0.477

TABLE III
METRICS OBTAINED WITH SVM IN FIVE ALEATORY EXPERIMENTS.

# Accuracy Precision Recall F1 AUC Kappa
1 0.756 0.844 0.628 0.720 0.825 0.512
2 0.767 0.795 0.721 0.7566 0.812 0.535
3 0.756 0.900 0.600 0.720 0.814 0.518
4 0.733 0.727 0.632 0.676 0.797 0.450
5 0.802 0.968 0.652 0.779 0.879 0.612

Mean 0.763 0.846 0.668 0.742 0.841 0.529

TABLE IV
METRICS OBTAINED WITH NB IN FIVE ALEATORY EXPERIMENTS.

# Accuracy Precision Recall F1 AUC Kappa
1 0.721 0.788 0.605 0.684 0.822 0.441
2 0.756 0.824 0.651 0.7276 0.808 0.512
3 0.733 0.867 0.578 0.693 0.805 0.473
4 0.721 0.750 0.552 0.636 0.788 0.418
5 0.779 0.909 0.652 0.759 0.851 0.565

Mean 0.755 0.845 0.637 0.725 0.833 0.510

TABLE V
METRICS OBTAINED WITH DT IN FIVE ALEATORY EXPERIMENTS.

# Accuracy Precision Recall F1 AUC Kappa
1 0.756 0.775 0.721 0.747 0.756 0.512
2 0.698 0.730 0.628 0.675 0.698 0.395
3 0.756 0.800 0.711 0.753 0.758 0.513
4 0.686 0.628 0.711 0.667 0.699 0.372
5 0.826 0.860 0.804 0.831 0.827 0.651

Mean 0.737 0.749 0.742 0.742 0.738 0.473

As commented before, Kappa defined in (4), is a very
useful metric. It gives us a better interpretation of the results

TABLE VI
METRICS OBTAINED WITH RF IN FIVE ALEATORY EXPERIMENTS.

# Accuracy Precision Recall F1 AUC Kappa
1 0.767 0.829 0.674 0.744 0.865 0.535
2 0.767 0.829 0.674 0.744 0.812 0.535
3 0.744 0.926 0.555 0.694 0.853 0.497
4 0.744 0.735 0.657 0.694 0.827 0.476
5 0.872 1 0.760 0.864 0.905 0.747

Mean 0.785 0.857 0.702 0.768 0.870 0.570

when the usual metrics present problems such as unbalance in
their predictions. In this vein, only RF has a value over 0.60,
reinforcing that this algorithm has the best performance.

TABLE VII
AVERAGE OF METRICS FOR EACH METHOD.

Method Accuracy Precision Recall F1 AUC Kappa
LR 0.738 0.773 0.697 0.730 0.828 0.477

SVM 0.763 0.846 0.668 0.742 0.841 0.529
NB 0.755 0.845 0.637 0.725 0.833 0.510
DT 0.737 0.749 0.742 0.742 0.738 0.473
RF 0.785 0.857 0.702 0.768 0.870 0.570

Approach 2: Survival analysis methods

For this approach, we use the Kaplan Meier estimator to
determine the estimated survivor curves for all students and
students grouped by gender. We write:
• S(t): Survival probability function of students.
• S1(t): Survival probability function of male students.
• S2(t): Survival probability function of female students.

Fig. 2. Estimation of survivor curve for all students with censored data.

Also, we denote by H(t) to define the cumulative hazard
function. Analogously, H1(t) represents the cumulative hazard
function of male students, and H2(t) represents the cumulative
hazard function of female students.



TABLE VIII
ESTIMATION OF SURVIVAL PROBABILITY FUNCTIONS BY ALL STUDENTS

AND SUBGROUPS OF MALE AND FEMALE STUDENTS.

t 1 2 3 4 5 6 7 8
Ŝ(t) 0.93 0.88 0.85 0.82 0.80 0.78 0.78 0.78
Ŝ1(t) 0.91 0.88 0.84 0.82 0.80 0.78 0.78 0.78
Ŝ2(t) 0.94 0.89 0.85 0.82 0.80 0.79 0.79 0.79

The NA-estimator computes these curves. Graphically, we
note that both curves are very similar, see Figure 3. Notice
that censored data appears from the second semester for the
entire group. Besides, we compare the survivor curves for the
subgroups of students composed of male and female students
in Fig. 3(a) and Fig. 3(b), respectively.

(a) Survival probability function. (b) Cumulative hazard function.

Fig. 3. Estimation of the Survival probability function and the Cumulative
hazard function using the KM-estimator and the NA-estimator, respectively.

On the other hand, using the Log-rank test, whose null
hypothesis is H0 : h1(t) = h2(t) and obtain a p-value=0.8.
That means that there is insufficient evidence to reject the null
hypothesis, and consequently, the groups of male and female
students are similar. That means that there is insufficient
evidence to reject the null hypothesis, and consequently, the
groups of male and female students are similar. Finally, we
show through three points of view (graphical, analytical, and
by hypothesis contrast) that the student’s gender does not
influence the risk of dropping out.

Now, we estimate the hazard function for the Cox model.
Assuming L1-ratio equal to 1 and a penalize equal to 0.0005.
We summarize the parameters θ`, ` = 1, . . . , 5 in Table IX.

TABLE IX
SUMMARY OF PARAMETERS θ` , ` = 1, . . . , 5 COMPUTED BY COX MODEL.

` θ` HR` θ` lower 95% θ` upper 95% p-value
1 -0.10 0.90 -0.44 0.23 0.55
2 -0.01 0.99 -0.05 0.03 0.54
3 4.46 86.26 2.71 6.20 < 0.005
4 -0.22 0.80 -0.38 -0.06 0.01
5 0.02 1.02 -0.20 0.23 0.89

According to Table IX we show that X3 (failures per
semester) and X4 (courses per semester) are more significant.
These results reinforce the idea that those students who fail
the most are those most at risk of dropping out. While those

students who take more courses per semester represent those,
who are more persevering, their risk of dropping out is lower.

Fig. 4. Representation of survival curves varying X3.

Fig. 5. Representation of survival curves varying X5.

Fig. 4 shows the effect of the variable X3 that is very
high, X3 = 0.25 means that the student fails one of four
courses. We also note that as this value increases we note
that the probability of survival decreases abruptly. In contrast,
the variable X5 does not represent a significant effect, which
is illustrated in Fig. 5. Also, depending on the hazard ratio,
defined in (8), we note that HR3 = 86.26, and this means that
the exposed group has 86.26 times the hazard of the unexposed
group. Differently, HR4 = 0.80 implies that the exposed group
has eight-tenth the hazard of the unexposed group. The other
variables (X1, X2 and X5) have HR`, ` = 1, 2, 5 close to
one. That means that X1 (Student’s gender), X2 (Absences
per course), and X5 (Student performance) do not represent a
predominant effect on student dropout risk.



Even though the variable corresponding to GPA in other
papers is a predominant factor, predicting the student will drop
out. In this paper, we found that this variable is not a relevant
factor. In the pre-processing, we identified students with good
GPA drop out in the first two semesters. Then we can conclude
that other causes produce the dropout of these students. Similar
to machine learning classification algorithms, we show the
predicted capacity of the Cox model in terms of C-index,
which is defined in Equation (9). For our computational
implementation, we divide the data set into training and testing
data according to the first 70% of sample data as Xtrain and
the rest as Xtest. We performed five randomized experiments
with the obtained samples and obtain that all the experiments
exceed 70% of the C-index except for the second experiment.
Therefore the mean of the experiments a value greater than
70% is maintained. Therefore Cox model predicts a student’s
dropout time very well.

Illustrative Example
To illustrate our proposal, we select a sample of five

students with the characteristics described in the Table X.
Also, we consider Logistic Regression (Approach 1) and Cox
Regression (Approach 2) to illustrate our proposal.

TABLE X
FEATURES OF RANDOM SAMPLE OF FIVE STUDENTS AT UCSP.

Student X1 X2 X3 X4 X5

1 F 8.67 0 6 12.99
2 M 24.40 1 5 6.45
3 F 11.15 0.15 6.5 13.24
4 M 14.69 0.29 5.25 12.02
5 F 21.20 0.48 6.25 9.93

Logistic regression seeks to determine those who dropout.
With the sample data with features given in the Table XI and
we predict that Student 2, Student 4, and Student 5 will drop
out. As can see in Table X we obtain that Student 1 and
student 3 present the lowest values of failure per semester
(X3) and the highest values of academic performance values
(X5). This shows that these variables are the most influential
in determining WHO will drop out. Furthermore, the Cox
regression model to estimate the survival curves for the sample
data and we need estimate WHEN a student is going to drop
out. Given the sample data given in Table X we obtain that
Student 1 and Student 3 have the best survival probabilities.
Education experts indicate that the first two years (or four
semesters) are the most critical and are where the highest
dropout rates occur. Our proposal also demonstrates these
facts. As we noted in Table XI, if the probability of surviving
until the fourth semester is greater than 0.75, it is clear
evidence that the student will not drop out. Then, combining
the machine learning algorithms and survival analysis methods
with the knowledge of education experts allows us to take steps
over time to reduce university dropout rates.

V. DISCUSSION

After analyzing the results, RF is the classification algorithm
with the best performance to identify WHO is at risk of

TABLE XI
SUMMARY OF WHO AND WHEN PREDICTION OF STUDENTS DROP OUT.

Student Student’s dropout S(4|X)
1 0 0.884
2 1 0.012
3 0 0.775
4 1 0.593
5 1 0.518

dropping out. We obtained a good performance in all the
classification models tested using the usual machine learning
metrics and the Kappa coefficient. This shows that the Kappa
value for RF is close to 0.6 that [34] define as a good value.
Comparing to other models such as LR, SVM, NB, and DT,
despite having similar performance according to AUC, their
values with the Kappa coefficient were much lower.

To determine WHEN a student would drop out, we used
survival analysis. First, we use non-parametric estimators as
KM-estimator and NA-estimator. Based on these methodolo-
gies, it was shown by three-point of view (graphically, analyt-
ical, and by contrast hypothesis) that the variable associated
with the student’s gender is not relevant to predict the risk
of dropout. On the other hand, the Cox model was applied
to measure the effectiveness of the covariates on the level
of risk. Besides, the Cox model shows that the variables X3

(failures per semester) and X4 (courses per semester) are more
significant. X3 represents the number of failures per semester
and has the highest hazard radio value (HR3 = 86.26). The
effect of this variable is very predominant, as illustrated in
Fig. 4. In contrast with other studies, the variable X5 (GPA
- academic performance) does not present a significant effect.
X2 (absences per course) has a hazard radio very close to
one and consequently does not have a relevant influence on
student dropout risk. Finally, in the function of the C-index,
we obtain a good average performance to predict WHEN a
student could drop out.

VI. LIMITATIONS AND FUTURE WORKS

We carried out this work with academic and demographic
data. Although the results were good, we believe that it is
possible to predict better who would drop out and when
this would occur with more diverse data. The dropout of
students with good academic performance may be due to other
factors, such as having selected the wrong career. Economic
factors could also be relevant to our analysis. For this reason,
future works will seek to incorporate a greater diversity of
data. These data must include socioeconomic, university, and
psychology information that leads to more robust models.
Moreover, it intends to compare different levels: for the whole
university, other careers, and a student. In this way, it could
be possible to apply similar actions for the university or
groups. We will also seek to implement new methodologies
that allow us to interpret when a student is going to drop out
and implement explanation techniques to understand what if
modifying features a student stops being a possible dropout.



VII. CONCLUSION

In this work, we presented a methodology to determine
WHO would drop out and WHEN the drop would be. To
answer these questions, we compared two approaches. The
first uses traditional machine learning algorithms to predict
WHO will drop out, and the second uses survival models to
determine WHEN the withdrawal will occur. For both cases,
we decided to create new variables guaranteeing the consis-
tency of the values by adding time information. Although
these approaches are generally approached separately, in this
work, we find certain coincidences. For instance, C-index is a
generalization of AUC, which is widely used to measure the
performance of a machine learning classification algorithm.
Another special attention is applying the Kappa coefficient to
measure performance indices in machine learning classifica-
tion models (WHO). Despite being little used in the literature,
this index showed in our study that the RF had the best average
performance. Based on the survival analysis (WHEN), it was
shown that the number of failures per course is the most
influential variable in the level of risk of dropping out. This
variable has a very high Hazard ratio, given by HR3 = 86.26.
In contrast, the GPA does not present a relevant effect on
the risk of dropping out, HR5 = 1.02. Finally, our work
reinforces the integration of probabilistic modeling approaches
and machine learning algorithms.
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